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Machinelearningis the scienceof getting computersto learn without
beingexplicitlyprogrammed
-- Andrew Ng

The goal of machine learning is to develop methods that can
automaticallydetect patternsin data, andthen to usethe uncovered
patternsto predictfuture dataor other outcomesof interest

-- Kevin P. Murphy

The field of pattern recognition is concernedwith the automatic
discovery of regularities in data through the use of computer
algorithmsandwith the useof theseregularitiesto take actions

-- Christopher M. Bishop



Machine Learning Applications
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Machine Learning Flow
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Traditional ML
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Engineered Low Level Features
SIFT HOG Texton

ENNIAE=SNNZE

’/\ ar< |~ |7 |- S EZ] 2

E )y |
&3@) * | > ESNDEE- -
m, R —— Iﬂlln_.‘n.' 5 I ¥ it . . . L I ...
Feature Extraction Methods Classical Classifiers
A Features based on firstrder/Secondorder A Minimum distance Classifier
statistics (Mean, Variance, Energy, Entropy, A | 8 0% /I A3ATFA SNJ

D[/ aX [ ¢Qa 9)/5 NHeée a lAadvs Adaboost
A LBP, Ternary patterns, directional patterns A Neural Network (MLBackpropagation)
A Transform based (DWT, Gabor, Curvedédt) A Random Forest, Decision Trees.etc



Deep Learning

(a) Low level features (b) Mid level features (c)High level fe:



Deep Learning

@ It's deep if it has more than one stage of non-linear feature transformation
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Deep Learning in Visual Computing: The Turning Poi
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Ingredients for Deep Learnlng

Computation

Algorithms




Deep Learning Applications

Object

Image
Classification
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Classify an image based on the
dominant object inside it.
Datasets MNIST, CIFAR,
ImageNet

Detection/Lo
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Localize and classify all objects
appearing in the image.
Datasets PASCAL, COCO



Deep Learning Applications

Semantic Instance
Segmentation Segmentation

Label each pixel of an image Label each pixel of an image
by the object class that it by the object class and
belongs to, such as human, object instance that it
sheep, and grass in the belongs to.

example. DatasetsPASCAL, COCO

Datasets:PASCAL, COCO



Challenges
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